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Abstract—This paper presents infinite latent process decomposition (iLPD), a new microarray analysis method, as an extension of latent process decomposition [1]. Our method assumes an infinite number of latent processes. Further, our new collapsed variational Bayesian inference improves the inference proposed in [2] in the treatment of Dirichlet hyperparameters. We also give the results of the comparison experiment.
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I. INTRODUCTION

In this paper, we propose a new Bayesian microarray analysis as an extension of latent process decomposition (LPD) [1] by assuming an infinite number of latent processes. LPD can be understood as a “bioinformatics variant” of LDA [3]. Therefore, our proposal extends LPD just as HDP [4] extends LDA. We call our method infinite latent process decomposition (iLPD). Further, we devise a new inference based on CVB for HDP [5], some of whose update formulas can be imported as is. Our CVB can be applied to both iLPD and LPD and improves the CVB for LPD [2] in two aspects. First, we introduce auxiliary variables as in [5] for Dirichlet hyperparameters. Second, we approximate the variational lower bound in a more natural manner. The approximation proposed in [2] depends on the ordering of genes. We remove this dependence by using an efficient second-order approximation. These two aspects are independent of the assumption of an infinite number of latent processes. The model details are given in the extended version [6].

II. MODEL

This section describes iLPD in a generative manner.

For each sample $d$, a probability distribution defined over infinite latent processes is drawn from the Dirichlet process $\mathcal{DP}(\alpha, \pi)$. Each latent process corresponds to a hidden cluster of genes. We adopt the truncated posterior representation and set the number of latent processes to the finite number $K$ as in [5]. Therefore, the drawn distribution can be regarded as a multinomial distribution $\text{Multi}(\theta_k)$ defined over $K$ latent processes. For the center measure $\pi$, we use the stick-breaking representation [7]: $\pi_k = \tilde{\pi}_k \prod_{l=k+1}^{L-1} (1 - \tilde{\pi}_l)$ and $\tilde{\pi}_k \sim \text{Beta}(1, \gamma)$ for each $k$. The parameter $\gamma$ of $\text{Beta}(1, \gamma)$ is in turn drawn from the Gamma distribution $\text{Gamma}(a, b)$. The concentration parameter $\alpha$ of $\mathcal{DP}(\alpha, \pi)$ is drawn from the Gamma distribution $\text{Gamma}(a, b)$.

The observed expression data are generated as follows. For each pair of gene $g$ and latent process $k$, the mean and the precision of the Gaussian distribution $\text{Gauss}(\mu_{gk}, \lambda_{gk})$ are drawn from the Gaussian prior $\text{Gauss}(\mu_0, \rho)$ and the Gamma prior $\text{Gamma}(a_0, b_0)$, respectively. The precision $\rho$ of the Gaussian $\text{Gauss}(\mu_0, \rho)$ is in turn drawn from the Gamma distribution $\text{Gamma}(a_0, b_0)$. Then, for each pair of sample $d$ and gene $g$, a latent process $z_{dg}$ is drawn from the multinomial $\text{Multi}(\theta_g)$. Based on this draw, a real number $x_{dg}$ is drawn from the Gaussian $\text{Gauss}(\mu_{g_{z_{dg}}}, \lambda_{g_{z_{dg}}})$. $x_{dg}$ corresponds to the expression data in the microarray.

With respect to the CVB inference for iLPD, the details are referred to the extended version of this paper [6].

III. COMPARISON EXPERIMENT

Table I gives the results obtained in our experiment comparing iLPD with LPD proposed in [2]. We used the 11 datasets available at http://www.gems-system.org/. The results in Table I are also given in Figure 1 by charts.

In our experiment, the expression data are normalized to the Gaussian distribution of zero mean and unit variance for each gene. For comparing the efficiency of iLPD with that of LPD, we randomly select 10% expression data as test data from each microarray and use the rest 90% as training data. After conducting a CVB inference starting from a random initialization of $z_{dg}$, we evaluate the density function of the posterior at each of the test data and calculate the geometric mean of these density evaluations over all test data. This geometric mean is our comparison measure, which is devised as a counterpart of perplexity, a measure often used in natural language processing. A larger geometric mean corresponds to a better generalization power. For $K$, we tried the following three settings: 10, 20, and 40.

The inference is implemented in C for execution-time efficiency and is further parallelized with OpenMP library on Intel Core i7 920 CPU. For example, 14 Tumors, the largest dataset among those used in our experiment, requires around 6,800 seconds for 150 iterations of our CVB for $K = 40$.

We ran the inference 25 times each starting from a different random initialization. The mean and the standard deviation of the 25 corresponding evaluations are presented in Table I and Figure 1. As is shown in Table I and Figure 1, iLPD can adapt to all settings of $K$. In contrast,
the evaluation of LPD drops for $K = 40$ by a large margin. That is, iLPD is unlikely to be affected by the setting of $K$.

### IV. Conclusions

This paper provides a new Bayesian nonparametric model for the microarray analysis. The experimental results reveal that iLPD is less affected by the setting of $K$, i.e., the number of latent processes, when compared with LPD [2].

We are now engaged in improving the experiment settings, especially the dataset selection and the comparison strategy.
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