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6-cyano-2-(2′-hydroxyphenyl)imidazo[1,2-a]-pyridine (6CN-HPIP) shows polymorph-dependent luminescence with the three different crystal forms exhibiting the packing-controlled bright colors turning, orange, yellow, and red. The distinctive emission in aggregated states was treated with finite cluster models and analyzed by means of quantum chemistry calculations. Influence of structural displacements and intermolecular interactions in crystalline state were examined in detail on the solid state luminescence by using Fragment Molecular Orbital (FMO) scheme, suitable for studies of aggregated molecular systems. The FMO pair interaction analysis of the S1-S0 emission maxima indicated that the intermolecular side-to-side interactions provoke hypsochromic shifts; facial interactions induce bathochromic shifts; crystal packing effects in total induce hypsochromic shifts. The FMO predictions of the emission maxima offered qualitatively satisfactory agreements with the experiments. However, the small cluster models including up to the 17 molecules did not reach quantitative convergence, i.e., the emission colour order among them were not well reproduced.

1. Introduction

Electronic excited state properties of functional dyes have been widely studied and their fluorescence has attracted a broad range of interests in industrial applications such as new textiles, emissive molecular probes in diagnoses, light-emitting diodes (OLED).1-4 Especially, applications based on the tuning and switching of solid-state luminescence draws considerable attentions and packing-turned luminescence molecules have been increasingly reported. In general, fluorescent compounds show intense luminescence in dilute solution while fairly weak or nonluminescent in the crystalline state, due to enhanced nonemissive deactivation channels such as exciton/excimer formation, vibronic interactions and other nonradiative decay processes in aggregated states. Interestingly, many opposite phenomena have been reported today to the conventional emission quenching, where strong luminescence is observed in the solid state whereas negligible luminescence is observed in dilute solution. This anomaly is called Aggregation Induced Emission Enhancement (AIEE).5-7

Computational molecular design of fluorescent dyes is directed to realize a number of requirements; large quantum yields, small overlap between absorption and emission spectra, photochemical stability and others. Modern ab initio quantum chemistry methods allow for determining a large set of properties in chemical accuracies for molecular systems in their ground state. Predictions of excited-state properties such as fluorescence and phosphorescence are, however, still challenging tasks. Reliable post-Hartree-Fock approaches such as SAC-Cl,8 EOM-CC,9 CAS-PT2,10 are too expensive to be directly applied to realistic large chemical systems in excited states owing to the inherent high accuracy/cost ratio. Time-dependent density functional theory (TD-DFT), the linear response approach applied to DFT, is rapidly emerging as a promising alternative for the evaluation of excited-state geometries and properties. Modern TD-DFT methods have been confirmed to achieve excellent performance that is compatible with more computationally demanding wavefunction-based methods.11 For condensed phase systems, a sophisticated treatment of a large complex system is required to understand AIEE but such state-of-the-art methodologies are still in an immature stage. In order to circumvent huge computational costs for direct treatment of whole large systems, modern quantum chemistry techniques are based on the idea to divide them into fragments12-13 or to hybridize several theoretical levels allocated to multiply divided layers such as QM/MM14 or ONIOM.15 A series of computational studies were reported using QM/MM approach16-18 in the prediction of luminescence in solid
states related to AIEE.

We previously reported polymorph-dependent luminescence of 2-(2′-hydroxyphenyl)imidazo[1,2-a]-pyridine (HPIP) which shows very weak fluorescence with a large Stoke’s shift in apolar solvent which is ascribed to excited-state intramolecular proton transfer (ES-IPT) emission.\(^{19}\) The two crystal HPIP polymorphs exhibit bright luminescence of two different colors, blue-green and yellow. DFT and MS-CASPT2 calculations for an isolated HPIP have been attempted to elucidate the origin of emission enhancement as well as possible mechanism for the packing-controlled luminescence color tuning, where the potential energy surfaces in the S0 and S1 states were explored by means of CASSCF level of theory to find Conical Intersections (CIs) which plays an important role in the luminescent properties of HPIP.\(^{20}\)

Still, the aggregation effects on the solid-state luminescence of HPIP crystals are not satisfactory elucidated because of MS-CASPT2 limitations in a direct application to huge aggregates.

In the present computational study, we aim to elucidate the polymorph-dependent luminescence of 6-CN-HPIP\(^{21}\), bearing a cyano group at a 6-position of HPIP. The molecule shows three colored luminescence (yellow, orange, red) in the solid state specific to the corresponding the respective polymorphs, as shown in Figure 1. The X-ray crystallographic analysis indicated the difference in the molecular packing should be a dominant factor of the polymorph dependence of the ES-IPT luminescence\(^{22}\), as shown in Figure 2. The emission maxima of the compound in the three different polymorphs were computationally evaluated by means of ONIOM and FMO-TDDFT\(^{23}\) approach applied to the finite cluster models. The cluster size dependent evolutions were analyzed on the neighboring fragment-fragment interactions in details based on fragment analysis.

### 2. Computational Details

The geometry optimizations in S\(_1\) were carried out using TDDFT(B3LYP)/6-31+G(d) and 4 state-averaged(SA)-CASSCF(8e,8o)/ANO-L, respectively in vacuo. The S\(_1\)→S\(_0\) vertical transition energies of an isolated 6-CN-HPIP in keto form with the geometry being fixed in planar form, which is supposed to be the responsible emissive S\(_1\) state. The CASSCF calculations include near-frontier π orbitals (HOMO-3 to HOMO and LUMO to LUMO+3). The structures corresponding to the local minima were confirmed by harmonic frequency analysis. The single point CASSCF(10,10)/ANO-L and MS-CASPT2(10e,10o)/ANO-L level of theory were also employed to evaluate the S\(_1\)→S\(_0\) vertical transition energies where the extended active spaces include HOMO-5 n-orbitals and the two π virtual orbitals to include the n-π* mixing in a balanced way. The excitation character was verified to possess overwhelming HOMO→LUMO excitation coefficients. The 4 SA-CASSCF(10e,10o) calculations were done and the 4 single-state (SS)-CASPT2(10e,10o) states were further averaged within MS-CASPT2 scheme. The level shift technique with careful choice of shift value (0.3) seems to work well with the fairly large reference weight of the main configuration. The S\(_1\)→S\(_0\) vertical transition energies were evaluated at TDDFT/6-31+G(d) level using two XC(exchange correlation)-functionals, i.e., B3LYP and CAM-B3LYP.\(^{24}\) CAM-B3LYP has been reported to be suitable to predict the excited state conical intersection geometries,\(^{25}\) electronic absorption/emission energies,\(^{26–27}\) especially for delocalized excited states.\(^{28–29}\)

The cluster models of 2-O, 2-Y and 2-R as shown in Figure 3 were extracted from the crystallographic data, containing 17 molecules, within around 8 Å apart from the center of mass of the central keto molecule. The cluster models in the S\(_1\) state were created through manipulation of the S\(_0\) cluster models, in which the geometries were partially optimized by TDDFT(B3LYP)/6-31+G(d) only for the central keto molecule with the surrounding molecules fixed in the S\(_0\) geometry treated by semiempirical PM3 level, i.e., two-layer ONIOM (TD(B3LYP)/6-31+G(d): PM3). The S\(_1\)→S\(_0\) vertical transition energies were evaluated by means of ONIOM single point calculations for the optimized geometries (TDDFT(CAM-B3LYP)/6-31G(d):PM3). This modeling has been already studied as a frozen-molecule approximation.\(^{30}\) The partial geometry optimization with the surrounding PM3 regions fixed has been rationalized by Shuai et al. using QM/MM cluster models for 3-cyano-2-phenyl-Z-NH-indole crystals.\(^{19}\) FMO-TDDFT single point calculations were done in order to estimate the S\(_1\)→S\(_0\) energies, using CAM-B3LYP functional for the ONIOM-optimized geometries abovementioned. The FMO-TDDFT calculations employed 6-31G(d) throughout the present study since the more extended basis sets larger than 6-31+G(d) suffered from FMO convergence failure. The emission maxima and intermolecular interactions were evaluated at the two FMO levels; FMO-1 (including only monomer interactions)\(^{23}\) and FMO-2 (including up to dimer interactions).\(^{31}\) In the present study, the emission energies were commonly estimated by vertical S\(_1\)→S\(_0\) transitions (electronic energy differences between ground and excited states at ground state optimized geometries).

The gaps among vertical, adiabatic (the differences between the states at respective optimized geometries), 0-0 (the differences between the states in the lowest vibrational energy levels) transition energies are expected to be uniformly method-insensitive, as illustrated by the energies of green fluorescence protein.\(^{32}\) A correction to basis set superposition errors (BSSE) were not considered in the present calculations. CASSCF and MS-CASPT2 calculations were performed using MOLCAS 7.4 software.\(^{33–34}\) DFT, TD-DFT and ONIOM calculations using Gaussian 09 software.\(^{35}\) FMO-TDDFT calculations using GAMESS ver.2012.\(^{36}\) respectively.

### 3. Results and Discussion

#### 3.1 Isolated 6-CN-HPIP: method validation

A series of computations by means of TDDFT, CASSCF and MS-CASPT2 for 6-CN-HPIP in vacuo are shown in Table 1, in aiming to validate the prediction accuracies of the computed S\(_1\)→S\(_0\) vertical transition energies. The gap between MS-CASPT2/CASSCF and MS-CASPT2/TDDFT was 31 nm, which means that a qualitatively correct geometry was obtained at TDDFT(B3LYP)/6-31+G(d) level geometry optimization. It is reported that B3LYP functional substantially underestimates the S\(_1\)→S\(_0\) gap while CAM-B3LYP gives a quantitative agreement with that of MS-CASPT2, as reported previously.\(^{28–29}\)
3.2 ONIOM results

The ONIOM calculations for 2-O, 2-Y, 2-R were performed respectively, i.e., for monomer (one keto 6CN-HPIPs in the Si (TDDFT): 16 enol 6CN-HPIPs in the So (PM3)) and dimer (a pair of a keto and an enol (TDDFT): 15 enols (PM3)), as shown in Table 2. The aggregation effects on the spectra were taken into account through TDDFT and PM3 interlayer interactions within the ONIOM model. Intermolecular charge transfer excitation and exonic effects across TDDFT-PM3 regions were ignored as well as crystal field effect from infinite electrostatic interactions.

The predicted \( \lambda_{\text{max}} \) of 2-Y, 2-R, 2-O did not coincidence with the experiment 2-Y, 2-O, 2-R in low energy order with the monomer ONIOM model. The order was correctly altered for the dimer ONIOM model. In comparison with the results of the bare monomer and the monomer ONIOM model, the surrounding 16 enols treated by PM3 exert slightly on the emission peak shift within 2 nm. This indicates that the dimer interactions between the keto form and the enol forms, not the perturbations from the surrounding molecules, play dominant roles in the emission colour in the crystalline state. The gap of theoretical emission maxima between monomer and dimer were not systematic, that is, 2-Y and 2-O showed substantial blue shifts while 2-R showed red shifts. As shown in Figure 2, 2-Y and 2-R are stacked in parallel while 2-O stacked in antiparallel. Upon the excitation, the keto form undergoes strong intramolecular charge transfer associated with the inversion of dipole moment and then the keto embedded in parallel stacked 2-Y crystal and 2-R crystal in S1 state are stabilized while the keto in antiparallel stacked 2-O crystal is destabilized. In turn, the emission maxima of 2-Y and 2-R are expected to show bathochromic shifts while that of 2-O to shift hypsochromically. However, the hypsochromic shift of 2-Y in experiment was not consistent with this heuristic consideration and the reason for that remain unclear. The intermolecular interactions of the \( \pi \)-stacked IPT pair and the surrounding enol molecules might be a decisive factor of the emission energy in the crystalline polymorphs as well. The remarkably different direction of the dipole moments of the ES IPT and IPT states might be the reason for the sensitive polymorph dependence of the luminescence color, as the energy level of the two states would shift differently upon variation of the environment, and result in the sensitive changing the energy gap. The surrounding PM3 shells gave non-negligibly bathochromic shift on the peak positions through the geometry optimizations. This implies that the structural deformations of the emissive S1 keto immersed in PM3 shells work effectively on the spectral shift, in comparison with the computed \( \lambda_{\text{max}} \) of the monomer 2-Y, 2-O, 2-R and those of the planar keto form. The ONIOM-optimized key geometries among the keto form of 2-Y, 2-O, 2-R are illustrated in Figure 4, which shows that the longer bond length O1-H9 cause the more bathochromic shift of the S1→S0 peak. This is owing to the tightly constrained keto structure which destabilizes the molecule, leading to narrow the HOMO-LUMO gap.

3.3 FMO-TDDFT results

It is desirable to treat the whole cluster model in chemical accuracy beyond ONIOM scheme for further accurate predictions. Since straightforward TDDFT treatment for the whole system is unfeasible, FMO-TDDFT method was employed to treat the whole system quantum mechanically aiming to circumvent huge computational burden.

The FMO-TDDFT excitations energy \( \omega \) can be expanded in a similar manner to the FMO energy in the ground state, assuming that the excitation is well localized within a fragment M:

\[
\omega = \omega_M + \sum_{I=1}^{M} (\omega_{MI} - \omega_{Mi}) + \ldots \quad (1)
\]

where the dimer contributions \( \omega_{MI} = E_{MI} - E_{Mi} \) correct the monomer excitation energy \( \omega_{Mi} = E_{Mi} - E_{Mi} \). The truncations of the hierarchical expansion up to the first term (FMO1-TDDFT) or up to the second term (FMO2-TDDFT) give the approximate expression as follows, respectively.

\[
\omega = \omega_M + (\text{FMO - 1})
\]

\[
\omega = \omega_M + \sum_{I=1}^{M} (\omega_{MI} - \omega_{Mi}) \quad \text{(FMO - 2)}
\]

At FMO1 level, the excitation is localized within the fragment M under the electrostatic field exerted from the surrounding fragments I with the ground state electronic densities remained. At FMO2 level, the dimer pairs are computed and the correction terms \( \Delta \omega_{MI} = \omega_{MI} - \omega_{Mi} \) are summed up to \( \omega_M \).

From a computational efficiency viewpoint, FMO-TDDFT timing scale approximately linearly\(^{13}\) in contrast with conventional full-TDDFT which suffers from the inherent \( O(N^3) \) scaling. This FMO-TDDFT efficiency is fully utilized in the present study to carry out the whole quantum chemical treatments of the cluster models.

Single point FMO-TDDFT computations were done for the ONIOM-optimized geometries abovementioned. The cluster size dependencies of the S1→S0 emission wavelengths from monomer (one keto form) up to 17 molecules (the one keto surrounded by the 16 enols) were investigated, as shown in Table 3. Comparing the monomer and the dimer results, the gap of theoretical \( \lambda_{\text{max}} \) were not systematic for the three models, as the same tendency as ONIOM results. That is, 2-Y and 2-O showed substantial blue shifts while 2-R did a red shift. On the \( \lambda_{\text{max}} \) evolutions with the cluster size, the emission peak of 2-R monomer shifted by nearly 30 nm bathochromically toward the pentamers of which the keto is stacked among the 4 enols. The pentamers of 2-Y and 2-O showed the hypsochromic shifts conversely. The emission peaks for the larger cluster sizes exhibited hypsochromic shifts by over 100 nm for the largest 17 molecules consistently for the three models. The large hypsochromic jump was predicted at 13 clusters for 2-R where the central layer containing the keto was horizontally sandwiched by the neighbouring two layers, as shown in Figure 5. The drastic hypsochromic shifts were observed as well for 2-Y and 2-O between the 5 and the 9 and the 9 and 13 clusters, respectively. These jumps appeared using both FMO-1 and FMO-2 therefore the gaps were derived from the pure S1→S0 gap narrowing of the S1 keto immersed in electrostatic field created by the surrounding fragments (FMO-1), not the interfragment dimer interactions (FMO-2). The \( \lambda_{\text{max}} \) gap between the FMO-1 predictions with those of FMO-2 seemed to converge toward hypsochromic effect. For small clusters less than 9 clusters the gaps were non-systematic, but the gap between 13...
and 17 clusters showed blue shifts commonly for the three crystals by including the dimer interactions. The individual interfragment interactions exerted on the emissive keto are shown in Table 4. The dominant blue shifts were invoked by the pair interactions with Frag-11 (2-O), Frag-9 (2-Y), Frag-10 (2-R), as illustrated in Figure 6, 7, 8, respectively. The hypsochromic contributions come from side-to-side or twisted aligned pairs. The π-π stacking interactions, conversely, serves as red shift contributors; for example, Frag-7 (2-O), Frag-6 (2-Y), Frag-17 (2-R). It looks strange that the face-to-face pair interactions invoked baticchromatic shifts consistently while the interactions invoked the hypsochromic (bathochromatic) shift for 2-O, 2-Y, (2-R) for the bare dimers abovementioned. Specifically for 2-O and 2-Y, the face-to-face staking interactions might work in a different way between a pure dimer model and an embedded one where the dimer interactions are influenced by the electrostatic field exerted from the surrounding fragments.

4. Conclusions
The cluster models of the three polymorph-dependent emissive crystals were computationally analyzed by ONIOM and FMO-TDDFT. The crystals exhibited its emission maxima at 548 (yellow), 570 (orange), 585 nm (red), respectively in experiment.21 The polymorph-dependent luminescence are supposedly influenced by the three competing effects; structural deformation, crystal field, specific intermolecular interactions. The pioneering FMO-TDDFT calculations by Fukunaga et al. for the electronic absorption energies of quinacridone in solid states indicated that three effects are almost equally influential on the spectra peak positions.20 In the present study, the ONIOM influence on the emission maxima derived from the surrounding molecules is quite marginal within several nm shifts. This minor influence indicates that the substantial ONIOM influence comes from the geometrical deviations in the S1 state by the surrounding molecules, not from the direct perturbation to the electronic state of the emissive molecule. The FMO-TDDFT analysis showed the significant roles of intermolecular dimer interactions in the emission spectra, which strongly depend on the molecular orientations and mode of packing. Intermolecular hydrogen bonds invoked red shifts whereas stacking interactions induced blue shift. The overall packing effects treated by FMO2-TDDFT invoked blue shift, commonly for the three polymorphs.

The remarkable polymorph dependence of the luminescence color demonstrates that the ESIPF process is a promising mechanism for packing-directed luminescence control, offering a novel design concept for tunable organic luminescent solids. The present study has pioneered the promising role of computational design of AIEE systems by means of FMO-TDDFT.
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Figure and Table captions

Figure 1.
Polymorph-dependent three color luminescence of 6CN·HPIP. (Reproduced with permission from reference 22 Copyright RSC.)

Figure 2.
Crystal structures of 2-Y, 2-O and 2-R. (a) ORTEP drawing (b) top view (c) side view, respectively.  (Reproduced with permission from reference 22 Copyright RSC.)

Figure 3.
Cluster models for 2-Y, 2-O and 2-R containing 17 6CN-HPIPs. Circles indicate the excited keto form in the S1 state. (ball & stick representation)

Figure 4.
Key geometrical parameters of 2-O, 2-Y, 2-R. Computationally optimized keto form (upper columns) and experimentally determined enol forms (lower columns)

Figure 5.
Cluster size evolution in the case of 2-R. Circles indicate the excited keto form in the S1 state.

Figure 6.
FMO2-TDDFT pair interaction analysis for 2-O. Frag·1(keto emissive center), Frag·5, Frag·7, Frag·11, are coloured in red, yellowgreen, yellow, pink, respectively.

Figure 7.
FMO2-TDDFT pair interaction analysis for 2-Y. Frag·1(keto emissive center), Frag·2, Frag·6, Frag·9, are coloured in red, yellowgreen, yellow, pink, respectively.

Figure 8.
FMO2-TDDFT pair interaction analysis for 2-R. Frag·1(keto emissive center), Frag·8, Frag·9, Frag·10, are coloured in red, yellowgreen, yellow, pink, respectively.
Table 1.
Computed S$_1$-S$_0$ emission wavelengths (nm) of planar keto form of 6CN-HPIP in vacuo.
(Reproduced with permission from reference 22 Copyright RSC.)

Table 2.
Computed S$_1$-S$_0$ emission wavelengths (nm) of the ONIOM cluster models for 2·O, 2·Y, 2·R. (Reproduced with permission from reference 22 Copyright RSC.)

Table 3.
Evolution of FMO-TDDFT S$_1$-S$_0$ emission wavelengths (nm) depending on the ONIOM cluster sizes for 2·O, 2·Y, 2·R.

Table 4.
Individual dimer contributions to S$_1$→S$_0$ emission energies (eV) of the 17 clusters for ·O, 2·Y, 2·R by means of FMO2-TDDFT.
Figure 2
<table>
<thead>
<tr>
<th>Morph</th>
<th>interatomic distances</th>
<th>twist angle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r(O1-H9)</td>
<td>r(O1-C14)</td>
</tr>
<tr>
<td>2-Y</td>
<td>1.679</td>
<td>1.291</td>
</tr>
<tr>
<td></td>
<td>1.055</td>
<td>1.367</td>
</tr>
<tr>
<td>2-O</td>
<td>1.929</td>
<td>1.280</td>
</tr>
<tr>
<td></td>
<td>0.979</td>
<td>1.368</td>
</tr>
<tr>
<td>2-R</td>
<td>1.820</td>
<td>1.294</td>
</tr>
<tr>
<td></td>
<td>0.946</td>
<td>1.365</td>
</tr>
</tbody>
</table>
Figure 5
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<table>
<thead>
<tr>
<th></th>
<th>Geom-1 (^{(1)})</th>
<th>Geom-2 (^{(2)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>TD(B3LYP) (^{(3)})</td>
<td>879</td>
<td>1038</td>
</tr>
<tr>
<td>TD(CAM) (^{(4)})</td>
<td>544</td>
<td>582</td>
</tr>
<tr>
<td>CAS (^{(5)})</td>
<td>709</td>
<td></td>
</tr>
<tr>
<td>PT2 (^{(6)})</td>
<td>551</td>
<td></td>
</tr>
</tbody>
</table>

\(^{(1)}\) Optimized geometry at TD(B3LYP)/6-31+G(d)  
\(^{(2)}\) Optimized geometry at CASSCF(8,8)/ANO-L  
\(^{(3)}\) TD(B3LYP)/6-31+G(d)  
\(^{(4)}\) TD(CAM-B3LYP)/6-31+G(d)  
\(^{(5)}\) 4-SA-CASSCF(10,10)/ANO-L  
\(^{(6)}\) 4-SA-MS-CASPT2(10,10)/ANO-L
<table>
<thead>
<tr>
<th></th>
<th>Exp.</th>
<th>Isolated</th>
<th>ONIOM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Monomer\textsuperscript{1,2}</td>
<td>Monomer\textsuperscript{2}</td>
</tr>
<tr>
<td>2-Y</td>
<td>548</td>
<td>542</td>
<td>541</td>
</tr>
<tr>
<td>2-O</td>
<td>570</td>
<td>583</td>
<td>591</td>
</tr>
<tr>
<td>2-R</td>
<td>585</td>
<td>567</td>
<td>556</td>
</tr>
</tbody>
</table>

\textsuperscript{1} Geometries extracted from the optimized cluster models at ONIOM(TD(B3LYP)/6-31+G(d):PM3) level
\textsuperscript{2} Higher layer TD(CAM-B3LYP)/6-31G(d) : low layer PM3
<table>
<thead>
<tr>
<th>Morph</th>
<th>Expl.</th>
<th>Monomer(^{(1,2)}) (keto+enol pair)</th>
<th>Dimer(^{(1,2)}) (keto + 2 enol)</th>
<th>Trimer(^{(1,2)}) (keto + 4 enol)</th>
<th>5-mer(^{(1,2)}) (1-keto+6-enol)</th>
<th>9mers(^{(1,2)}) (1-keto+12-enol)</th>
<th>13mers(^{(1,2)}) (1-keto+16-enol)</th>
<th>17mers(^{(1,2)}) (1-keto+18-enol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>548</td>
<td>542</td>
<td>507</td>
<td>500</td>
<td>517</td>
<td>453</td>
<td>456</td>
<td>445</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>507</td>
<td>502</td>
<td>518</td>
<td>438</td>
<td>444</td>
<td>427</td>
</tr>
<tr>
<td>O</td>
<td>570</td>
<td>594</td>
<td>520</td>
<td>504</td>
<td>513</td>
<td>500</td>
<td>429</td>
<td>419</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>520</td>
<td>504</td>
<td>517</td>
<td>513</td>
<td>427</td>
<td>409</td>
</tr>
<tr>
<td>R</td>
<td>585</td>
<td>557</td>
<td>580</td>
<td>583</td>
<td>582</td>
<td>576</td>
<td>432</td>
<td>430</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>589</td>
<td>597</td>
<td>600</td>
<td>597</td>
<td>423</td>
<td>420</td>
</tr>
</tbody>
</table>

(1) Geometries extracted from the optimized 17 molecules ONIOM model at TD(B3LYP)/6-31+G(d):PM3

(2) FMO1-TDDFT(CAM-B3LYP)/6-31G(d) (in upper column), FMO2-TDDFT(CAM-B3LYP)/6-31G(d) (in lower column)
<table>
<thead>
<tr>
<th></th>
<th>Contributions (eV)</th>
<th></th>
<th>Contributions (eV)</th>
<th></th>
<th>Contributions (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FRAG1 (keto)</td>
<td>2.962</td>
<td>FRAG1 (keto)</td>
<td>2.787</td>
<td>FRAG1 (keto)</td>
<td>2.881</td>
</tr>
<tr>
<td>FRAG5</td>
<td>0.038</td>
<td>FRAG2</td>
<td>0.063</td>
<td>FRAG3</td>
<td>-0.017</td>
</tr>
<tr>
<td>FRAG6</td>
<td>0.011</td>
<td>FRAG5</td>
<td>0.010</td>
<td>FRAG6</td>
<td>-0.007</td>
</tr>
<tr>
<td>FRAG7</td>
<td>-0.028</td>
<td>FRAG6</td>
<td>-0.021</td>
<td>FRAG7</td>
<td>0.007</td>
</tr>
<tr>
<td>FRAG8</td>
<td>0.009</td>
<td>FRAG8</td>
<td>0.005</td>
<td>FRAG8</td>
<td>0.036</td>
</tr>
<tr>
<td>FRAG9</td>
<td>0.009</td>
<td>FRAG9</td>
<td>0.064</td>
<td>FRAG9</td>
<td>0.040</td>
</tr>
<tr>
<td>FRAG10</td>
<td>0.060</td>
<td>FRAG10</td>
<td>0.010</td>
<td>FRAG10</td>
<td>0.056</td>
</tr>
<tr>
<td>FRAG11</td>
<td>-0.009</td>
<td>FRAG11</td>
<td>-0.008</td>
<td>FRAG11</td>
<td>-0.010</td>
</tr>
<tr>
<td>FRAG12</td>
<td>-0.008</td>
<td>FRAG12</td>
<td>-0.008</td>
<td>FRAG16</td>
<td>0.015</td>
</tr>
<tr>
<td>FRAG13</td>
<td>-0.008</td>
<td>FRAG13</td>
<td>-0.017</td>
<td>FRAG17</td>
<td>-0.041</td>
</tr>
<tr>
<td>Total (FMO2-TDDFT)</td>
<td>3.085</td>
<td>Total (FMO2-TDDFT)</td>
<td>2.904</td>
<td>Total (FMO2-TDDFT)</td>
<td>2.954</td>
</tr>
</tbody>
</table>